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We consider a general formulation of nonlinear elliptic equations satisfying the monotonicity and
continuity conditions that define them. For an elliptic operator R : H → (H)∗ (with H being a
Hilbert space), the solution of the corresponding elliptic problem u ∈ H satisfiesR(u) = 0. Then
a general iterative linearization scheme for obtaining u constructs an approximating sequence
{ui}i∈N ⊂ H by introducing a bilinear operator B〈i〉 : H ×H → R depending upon ui ∈ H, such
that ui+1 ∈ H solves the linear problem

B〈i〉(ui+1 − ui, v) = −〈R(ui), v〉, ∀ v ∈ H. (1)

We show that for a large class of problems (e.g., porous media flow, mean curvature flow,
biological flows, mixed dimensional equations, optimal transport problems, and design of optical
systems) and for almost all standard linearization schemes (Newton scheme, Picard scheme,
L/M-schemes) this structure holds [1]. Moreover, by considering an operator B which does not
depend on iteration index i and is an inner product in H, we get schemes that are more robust in
terms of discretization, nonlinearities, and degeneracies (the ‘so called’ Zarantonello/L-scheme)
[4, 5].

In this setting, we derive a posteriori error estimates that are robust with respect to the ratio of
the continuity over monotonicity constants in the dual energy norm invoked by the linearization
iterations [1, 3]. This is linked to an orthogonal decomposition of the total error into a lin-
earization error component and a discretization error component [1]. It can be further used to
adaptively refine/coarsen the mesh [3], adaptively stop the linearization iterations for efficient
error balancing [1], and to adaptively choose the optimal parameters for the convergence of
the iterative scheme [2, 5]. Numerical experiments spanning diverse applications illustrate the
theoretical results.
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